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Key concepts
i fractional programing

2 sufficient statistics

3 convex optimization

4 17 has a unique root Why

B is the root of
Eftpjf'pco 41dt B E Piti Di 1 0

h IIIEf9CYj Zi Yan BE Hit Zi

Efftpjf'pco 41dt B E Ditch Di I

hip o 8

LetLH Efg Yj 2 Yj BEIYi t Zi

ka is linear strictly decreasing in f



Hence

h inf L B Te
I C Tl

the infirnum of linear strictly decreasing

functions is concave strictly decreasing

fill

fup

P

sin

fspi

9 f fun fski
9 is concave strictly decreasing

hfi is concave strictly decreasing

P

h o has a unique root



Algorithm L bisection search
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Alg 2 Netwon's method
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Alg 3 Fixed point iteration
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Simple Aware Sampling
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Consider a FCFS queueing system with a
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mseopt I.net lifufpLE folXt XtTdt
Tk Sl Sz sampling policy

T1 the set of causal sampling policies

Stopping time

Example

First raining day of March 2021

the Nth day

N is determined by a process Xt

Xt C rain sunny snow

N is a random time

N n is determined by X K e Xn for all n



Each Si is a stopping time of Xe feedbackprocess

Thm

If Kt is a Wiener process then

Csi Supt is an optimal solution where
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For other Markov processes the function up varies
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AOI signed agnostic sampling

If i Xe is a time homogenous Markov Chain

ii the sampling times si are independent of Xe
then there exists an increasing function Pl 1 such that
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For sample agnostic sampling
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Thou

If i Xe is a time homogenous Markov Chain

ii the sampling times si are independent of Xe
then

Gift Safi 1 is an optimal solution where
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